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1. Standard TTA changes predictions for 
classes with smaller distinguishing features, 
and classes that vary in scale.


2. TTA harms classification accuracy for 
classes that exhibit higher variation in the 
training data.


3.   

TTA introduces many incorrect predictions. 


We aim to characterize the errors introduced by 
TTA and develop a method to address these 
shortcomings. 

We present a new TTA method that uses an 
augmentation-specific approach to 

aggregation and provides improvements in 
classification accuracy.

Key idea: learn augmentation specific weights to 
aggregate predictions. 
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1. Our method outperforms others across four 
datasets, four architectures, and two test-time 
augmentation policies.


2. Learned weights confirm qualitative results, and 
demonstrate higher variance for classes that 
exhibit higher variation in the training data.


Bougainvillea Bougainvillea Bougainvillea PoinsettiaBougainvilleaMallow Poinsettia Poinsettia

[Primula] Orig: 65.75%, TTA: 69.86%

[Sword Lily] Orig: 65.45%,TTA: 62.72%

The value of TTA 
is significantly 
correlated with 
the number of 
examples per 
class.


Standard TTA Policy.

Expanded TTA Policy.

Black-Eyed Susan 
Low Variance in Aug. Weights

Columbine 
High Variance in Aug. Weights

Read the paper for more test-time augmentation 
insights and instructions to reproduce experiments!



